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Abstract

Recent progress in electric vertical take-off and landing (eVTOL) vehicles
suggests that soon these vehicles could safely and efficiently transport people
and cargo in urban areas. Therefore, advanced air mobility vehicles could
become an alternative means of transport to overcome traffic congestion in
cities in the upcoming years. There has been enormous interest from com-
panies and governments in recent years in developing such technologies and
enabling markets for new air transportation services. Despite the interest
in the topic, little research has been done to address the aircraft schedul-
ing problem in advanced air mobility take-off and landing areas (vertiports).
The vertiports serve as the airports of eVTOL vehicles and could experience
congestion problems similar to those of airports. This work proposes two
optimization models for scheduling departing and landing aircraft at the ver-
tiports’ common ground taxi routes (taxiways), gates, and touchdown and
lift-off (TLOF) pads. The mathematical models include advanced air mobil-
ity features such as separation rules and blocking constraints. As scheduling
objectives, the first model maximizes the vertiport throughput, and the sec-
ond model minimizes the deviation from the expected take-off/landing time.
In addition, as a solution methodology, we developed two heuristic algorithms
that use scheduling rules to assign and sequence the aircraft to the vertiport
components. Computational results show that the optimization models find
optimal schedules for small-sized instances of up to 10 aircraft, while the
heuristic algorithms provide good results in terms of solution quality and
computational time for large instances.
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1. Introduction

Over the past years, there have been multiple initiatives to develop new
air transportation services worldwide. An example of such initiatives is the
Airbus Urban Air Mobility (UAM) program, which focuses not only on in-
frastructure development, regulatory compliance and technology advance-
ment but also on the development of the CityAirbus NextGen, a four-seat
electric vertical take-off and landing (eVTOL) aircraft [1]. Another exam-
ple is the UAM Initiative Cities Community (UIC2) of the European Union,
which fosters collaboration among different actors to shape the future of
UAM in Europe [2]. In addition, the NASA Advanced Air Mobility Mis-
sion is working on air transportation systems for emerging aviation markets
that use advanced air mobility (AAM) aircraft [3]. In addition, Boeing and
Wisk (formerly Kitty Hawk) released the Concept of Operations (ConOps)
for uncrewed passenger-carrying UAM operations [4]. Moreover, the com-
pany Volocopter is designing the VoloCity air taxi, an eVTOL aircraft with
a capacity of two passengers [5]. In addition, Hyundai is working on the
S-A1 aircraft, an electric air taxi with a capacity of four passengers and
autonomous flights [6].

Apart from passenger carrying or cargo delivery, advanced air transporta-
tion could also include emergency medical services, humanitarian missions,
or weather monitoring [7, 8]. These new air transportation services comprise
the AAM paradigm. AAM involves all the systems and tools responsible for
making air transportation operations safe, sustainable, affordable, efficient
and accessible in emerging aviation services between urban, suburban and
rural areas [9, 10].

With the growing interest in AAM technologies and their many poten-
tial applications, it is only a matter of time before the air space in urban
areas becomes congested. The urban air mobility market is projected to
grow to 9.1 billion by 2030, and air passenger transportation services in the
metropolis will become a highly profitable market in the following years [11].
A crucial component of AAM services is their take-off/landing areas known
as vertiports. Vertiports are specialized areas with adequate infrastructure
components so that eVTOL vehicles can perform their take-off and landing
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operations. These vehicles can transport either passengers, cargo or both. In
this work, both passenger and cargo aircraft use the vertiports in the same
way, following the same stages.

Furthermore, vertiport traffic management is considered one of the most
significant barriers to successfully expanding these new air transportation
services [12, 13]. In addition, the study of Cohen et al. [9] identified air traffic
management and vertiport infrastructure control as important challenges in
AAM implementation. In addition, Garrow et al. [14] pointed out the need
for research studies that tackle the synchronization of take-offs and landings
at vertiports.

To manage the expected high volume of departing and landing aircraft,
the vertiports’ traffic controllers should rely on methodologies for assigning
and sequencing aircraft at the different vertiport components. In this work,
we studied the take-off and landing operations at vertiports. To do so, we
proposed two mathematical models for scheduling departing and landing air-
craft at vertiports. This approach considers AAM operational characteristics
at vertiports, such as minimum separation rules and avoiding multiple air-
craft using or being in the same vertiport infrastructure simultaneously for
safety reasons.

We contribute to the AAM literature by proposing a mathematical ap-
proach to schedule departing and landing aircraft at vertiports. This prob-
lem consists of assigning and sequencing eVTOL vehicles on the vertiport
components that are common ground routes (taxiways), the gates, and the
touchdown and lift-off (TLOF) pads. Our proposal makes these scheduling
decisions considering two important objectives of air transportation services:
throughput maximization and minimization of the deviation from the target
arrival/departure time. This work can be helpful for future vertiport traffic
controllers to establish efficient schedules of slots to maximize the vertiport
capacity or consider take-off/landing target times while scheduling aircraft.
We list the main contributions of this work as follows:

1. We formulated the aircraft scheduling problem at vertiports as mixed
integer linear programming (MILP) models considering important fea-
tures of AAM operations, such as the blocking constraints, separation
requirements at the TLOF pads and take-off/landing target times. The
models can be implemented and solved in any commercial solver.

2. We studied two important objectives of air transportation services:
maximizing the vertiport throughput (number of operations per hour)
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and minimizing the deviation from the expected aircraft departure/arrival
times.

3. We developed two heuristic algorithms as solution methodologies to
enhance practicality in terms of the number of aircraft and vertiport
size.

4. We propose a set of instances for testing and comparing the perfor-
mance of MILP formulations and heuristic algorithms.

The rest of the paper is organized as follows: Section 2 reviews the related
works. The vertiport take-off and landing operations that are the focus of
this work are detailed in Section 3. Section 4 presents the mathematical
formulations. Section 5 develops the solution methodology. Section 6 shows
and discusses the results of computational experiments. Section 7 provides
the conclusions and suggests future works in the field.

2. Related literature

In recent years, there has been considerable interest in AAM problems
from the operational research (OR) perspective. In this section, we review
and classify the related and relevant works to provide an up-to-date picture of
the current state of research in the field. We review the works that considered
AAM vehicles for passenger transportation since these vehicles are more likely
to use vertiports. Baik et al. [15] is one of the first studies to consider AAM
vehicles from an OR perspective. They proposed a mode-choice model to
predict annual county-to-county person round trips considering the demand
for different modes of transportation, including air taxis in the United States.
The model provides the total cost and time for each transportation mode and
can be used to evaluate the effect of policy-making on the transportation
system. More recently, in [16], the authors used simulation to determine the
number of air taxis to fulfill the demand considering AAM features such as
battery charging times, vehicle maintenance, and vertiport locations. The
authors tested their proposal in a case study in New York City (NYC) and
recommended an operational fleet size of air taxis to find a balance between
customer waiting time and vehicle usage.

Furthermore, several studies have been carried out on the selection of
vertiport locations or the vertiport selection problem. In [17], the authors
used an iterative clustering approach with multimodal transportation based
on a warm start technique to propose potential vertiport locations. They
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tested their approach in a case study in NYC and recommended establish-
ing vertiports at multiple locations, such as JFK international airport and
South-Central Park. In addition, they concluded that the percentage of time
savings and commuters’ willingness to fly do not significantly impact the
number and location of vertiports. The factors with significant impact are
the on-road travel limit and the percentage of customer demand satisfaction.
Another work studying the vertiport selection problem is [18]. In this work,
the authors determined the vertiport locations in the Seoul metropolitan
area, considering the effect of aircraft noise on the population. To do so, the
authors first determined the candidate vertiport locations by analyzing and
clustering statistical data from South Korea’s commuting population. Next,
the authors selected the vertiports and their connecting routes, comparing a
business priority scenario (shortest distance) with a noise priority scenario.
They concluded that the noise priority routes decreased 76.9% of the number
of people affected by noise and were more efficient than the business priority
routes. In addition, [19] proposed a variable neighborhood search heuristic
algorithm for locating vertiports minimizing the total travel cost. To do so,
the authors modeled the region under study as a grid structure and pro-
posed a model for an uncapacitated single allocation p-hub median problem.
In addition, the authors considered the possibility of excluding certain ar-
eas (grid cells) from being candidates for vertiport locations. Experimental
results showed that the proposed heuristic algorithm solves almost all in-
stances optimally. Moreover, [20] contributes to the vertiport selection prob-
lem by proposing a methodology for locating vertiports considering vehicle
limitations (speed and battery range), operational strategies, and trips in-
volving multiple vertiports (transfers). The authors modeled the problem as
a single-allocation p-hub median location problem and proposed five heuristic
methods for solving it. Another work that addresses the vertiport selection
problem is Shin et al. [21]. In this work, the authors proposed a hub location
model for determining the optimal locations of vertiports minimizing travel-
ing costs, facility costs, and collision risk costs. As a solution methodology
for large-sized instances, they developed a heuristic model based on a genetic
algorithm. They tested their approach in two districts of Seoul, South Ko-
rea, and apart from testing the performance of their proposal, the numerical
results also suggested that when the risk of collision is high, air-taxi services
may not be viable or attractive in the region, and ground transportation
should be preferred.

Kleinbekman et al. [22] were among the first authors to address the
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scheduling problem in vertiports. They studied the eVTOL vehicle landing
problem in vertiports using a mixed-integer linear program. The proposal
considers separation requirements and aircraft battery energy to determine
the best aircraft arrival trajectories. Likewise, Pradeep and Wei [23] studied
the vertiport scheduling problem for the eVTOL vehicle landing problem.
The authors combined an insertion and local search heuristic with an MILP
and a time advanced algorithm for minimizing aircraft arrival makespan.
Their proposal schedules AAM aircraft arrivals in real time. In [24], the
authors proposed a rolling-horizon scheduling algorithm for eVTOLs, mini-
mizing deviations from the preferred aircraft arrival time. The authors tested
their proposal on a simulation of a vertiport network, showing that a 50 s
delay per eVTOL is expected during peak hours and less than 10 s in off-peak
hours.

In addition, in [25], the author proposed a scheduling formulation for
a heterogeneous fleet of AAM vehicles and solved it using different algo-
rithms. The author concluded that fleet heterogeneity affects the service
level and operational efficiency. Bosson and Lauderlade [26] implemented
NASA’s AutoResolver algorithm in an AAM context. In the implementation,
they simulated a dense traffic scenario with AAM aircraft flying between 20
vertiports. The results of the simulation suggested that the algorithm has
the potential to face the integration of AAM aircraft with other air-side op-
erations. Bertram and Wei [27] proposed and tested an airspace design to
handle an uncertain number of AAM aircraft. They used a Markov decision
process-based algorithm for determining separation and collision avoidance
while sequencing aircraft landings in a vertiport. In [28], the authors pro-
posed a mathematical approach for tackling the cooperative scheduling prob-
lem of approach departure considering multiple vertiports. Their proposal
included the design of an eVTOL operating environment and a scheduling
model. Moreover, in [29], the authors proposed a scheduling model to min-
imize costs related to battery swapping and charging. Trajectory planning
problems have also been studied using OR methodologies. Chauhan and Mar-
tins [30] proposed an optimization model to determine the optimal take-off
trajectory for AAM vehicles with passengers. The authors considered flight
mechanisms in the trajectory optimization model. The results of this work
highlight the influence of wing loading and available power on trajectories.
A classification of the previous articles and the positioning of our approach
is presented in Table 1.

According to the review, there are multiple areas where OR methodolo-
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gies have been applied and can be applied to improve AAM services. Such
methodologies can contribute to the development of models and solution pro-
cedures that support decision-making at strategic, tactical, and operational
levels in upcoming AAM services. Straubinger et al. [32] concluded that
large-scale vertiports capable of offering high throughput require handling
complexity of ground operations. We tackle the complexity of ground op-
erations by proposing an optimization model and a solution methodology
for scheduling the operations of departing and landing aircraft at vertiport
components.

Previous research works such as [24, 25, 28] have studied aircraft schedul-
ing problems at vertiports. However, to the best of our knowledge, no one has
addressed the topic of scheduling aircraft considering the vertiports’ infras-
tructure components such as gates, taxiways and TLOF pads. In addition,
we addressed the problem of scheduling aircraft at vertiports considering
separation rules, blocking constraints and take-off/landing delays.

Scheduling aircraft at airports (traditional airline problems) and schedul-
ing aircraft at vertiports have commonalities. For instance, in both problems,
there are separation requirements between departing and landing aircraft or
common objectives such as the minimization of the makespan [33]. However,
scheduling aircraft at airports differs significantly from scheduling aircraft
at vertiports. For example, scheduling aircraft at airports consists mainly
of optimizing the use of take-off and landing surfaces (runways) [33], while
scheduling aircraft at vertiports involves optimizing the use of take-off and
landing surfaces (TLOF pads) and the use of common ground routes (taxi-
ways) and gates. Therefore, for modeling the particularities in the vertiport
scheduling problem, new approaches must be proposed in the literature.

Next, we introduce the problem of scheduling take-off and landing aircraft
at the vertiport components.

3. Problem definition

In this section, we describe the take-off and landing operations at verti-
ports and discuss vertiport scheduling objectives. According to the NASA
ConOps for high-density vertiport operations [34] and the work of Vascik
and Hansman [35], the infrastructure components where aircraft perform
their operations at vertiports are the following:

• The staging stand: A zone where aircraft remain when they are not in
service. This area can be seen as the vertiports’ hangars.
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• The common ground routes or taxiways: They connect the vertiports’
infrastructure components; they are the paths aircraft should follow
when taxiing at the vertiport.

• The gates: Areas where the aircraft loads or unloads its cargo or pas-
sengers.

• The TLOF pads: Take-off and landing surfaces at vertiports.

Figure 1 illustrates the previous components in a vertiport section. Next, we
describe the take-off and landing processes at the vertiports.

Safety Area

GATE

Safety Area

GATE GATE

TLOF

Taxiway 1 Taxiway 1

Taxiway 2 Taxiway 2

Staging stand zone

pad
TLOF
pad

Take-off
aircraft

Landing
aircraft

Figure 1: Vertiport section, adapted from [35]

Consider a vertiport where a set aircraft has to be scheduled. In our ap-
proach, the vertiport is divided into four stages that represent the utilization
of the vertiport components as follows: the first stage corresponds to the
utilization of taxiway 1; the second stage represents the utilization of the
gates; the third stage corresponds to the utilization of taxiway 2; and the
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fourth stage corresponds to the utilization of the TLOF pads. These stages
are defined regardless of the type of aircraft operation (departing or landing).
For the departing aircraft subset, the process is as follows: The first step is to
taxi from the staging stand zone to the gates using taxiway 1 (vertiport stage
1). In the second step, the take-off aircraft loads its cargo or passengers and
prepares to leave the gate (vertiport stage 2). In the third step, the departing
aircraft uses taxiway 2 for taxiing from the gate to its assigned TLOF pad
(vertiport stage 3). Finally, the departing aircraft prepares to take off and
then lifts off from the TLOF pad (vertiport stage 4).

For the landing aircraft, the process is as follows: In the first step, the
landing aircraft proceeds from the final approach fix, positions itself above
the TLOF pad, lands, and prepares to leave the TLOF pad to its assigned
gate (vertiport stage 4). Next, in the second step, the landing aircraft uses
taxiway 2 to taxi from the TLOF pad to its assigned gate (vertiport stage 3).
In the third step, the landing aircraft unloads the passengers or cargo at the
assigned gate and prepares to leave the gate (vertiport stage 2). Finally, in
the fourth step, the landing aircraft taxis from the gate to the staging stand
zone using taxiway 1 (vertiport stage 1).

It is worth noting that the order of the vertiport stages for the take-off
and landing processes are opposite. For example, vertiport stage 4, which
corresponds to the utilization of the TLOF pads, is the first step in the land-
ing process, while it is the last step for departing aircraft. The time required
for performing the previous operations depends on the type of aircraft and
the cargo size or number of passengers to load or unload in the aircraft. Next,
we describe the AAM features and objectives considered in this study.

3.1. Blocking constraints
For safety reasons, no more than one aircraft can simultaneously use or

stay at the same vertiport component. In other words, an aircraft should
wait in its vertiport component until the assigned component of the next
stage is available. In addition, no other aircraft can use a component while
another aircraft is waiting on it. It avoids situations where aircraft are in
conflict. For instance, a landing aircraft using a taxiway in one direction
encounters a take-off aircraft using the same taxiway in the other direction.
We denoted this feature in our approach as blocking constraints.
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Pk P j

Separation time

Arrival to
TLOF pad

Departure from Arrival to
TLOF pad

TLOF pad

Leading
aircraft

Following
aircraft

TLOF pad TLOF pad
Departure from

Figure 2: Calculation of separation times between consecutive aircraft at vertiports

3.2. Separation requirements at TLOF pads
Another important condition that has to be considered while scheduling

aircraft at vertiports is the separation rules. When an aircraft takes off or
lands from a TLOF pad, it cannot simultaneously be in the same vertical
flight phase as other aircraft [36]. Thus, consecutive aircraft must meet a
minimum separation time while using the same TLOF pad.

Figure 2 illustrates previous scenarios where k denotes the preceding air-
craft and j the subsequent aircraft of each pair of consecutive aircraft. In
addition, Pj and Pk are the processing times at the TLOF pad stage.

3.3. Objectives
Vertiports can have multiple scheduling objectives depending on the decision-

maker, similar to airports. For example, AAM companies would seek sched-
ules that minimize their operating costs, or governments could desire sched-
ules that reduce vertiport environmental effects. In this work, we studied two
important objectives of air operation services: maximizing the throughput
(number of operations per time unit) and minimizing the deviation from tar-
get arrival/departure time [33, 37]. Although these objectives are frequently
sought in traditional air services, they can be of interest to AAM services.

Maximizing the throughput would allow vertiports to handle the depar-
tures and landings of a high volume of aircraft. In this way, traffic controllers
would propose efficient schedules that increase the vertiports’ capacity. In
this work, we maximize the throughput by minimizing the take-off or land-
ing time of the last sequenced aircraft (makespan). In addition, minimizing
the deviation from target arrival/departure time would allow vertiports to
consider departure/landing target times. For instance, the target times can
contemplate remaining battery levels for landing an aircraft. According to
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the works of [9, 24], battery technology is one of the main challenges in en-
abling AAM services. However, it has yet to advance to make these new
air services safe and competitive. Thus, the initial flights made by eVTOL
vehicles may have battery-related constraints or limited battery power. In
addition, the target times can provide priorities to departing aircraft such as
eVTOL vehicles used for medical purposes.

3.4. Remarks
Considering that the same operation aircraft follow the same flow, the

take-off and landing processes can be modeled as a hybrid flowshop schedul-
ing (HFS) problem. The hybrid flowshop is an environment in which a set of
jobs are to be processed in a series of stages, and at least one stage contains
more than one parallel machine [38]. Two major decisions are considered in
the HFS problem. First, job assignment to machines and job sequencing in
machines. In our work, the parallel machines are the vertiport infrastructure
components, and the aircraft are the jobs to be assigned and sequenced in
the machines. Notably, the number and integer nature of the assignment
and sequencing decision variables makes the HFS a complex combinatorial
problem that is, in most cases, NP-hard [38]. One version of an HFS con-
figuration that is not NP-hard is the preemptive HFS problem presented in
[39]. However, these properties do not apply to the problem at hand. For
instance, in our proposal, it is not possible to stop the landing process of an
aircraft when it has started its final approach and resumes it later.

Gupta [40] showed that even the simplest case of an HFS problem with
two stages, one of them containing two machines, is NP-hard. Since our
approach is a variant of the HFS problem with more than two stages and
includes more features (e.g., separation rules), it corresponds to an NP-
hard problem. The next section presents two mathematical formulations for
scheduling take-off and landing eVTOL vehicles at the vertiport components.
The models can be helpful to represent the problem and solve small-sized in-
stances. The first model minimizes the completion time of the last operation,
either landing or take-off (minimization of makespan), without considering
the take-off/landing target times. The second model considers the aircraft
target times and minimizes the deviation from target arrival/departure time.
In addition, Section 5 develops two heuristic algorithms for facing large-sized
instances.
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4. Mathematical formulation

We modeled the problem as a variant of the HFS problem that considers
the blocking constraints presented in the work of [41]. While the work of
[41] considers one flow, we modeled these blocking constraints considering
two types of flows, one for the departing aircraft and the other for the land-
ing aircraft. This required us to include an additional index in the decision
variables and consider more constraints to contemplate both flows. Another
extension of [41] is considering the separation rules between consecutive air-
craft using the same TLOF pads. In this case, we evaluated the departure
time at the TLOF pad stage for each pair of consecutive aircraft using the
same TLOF pad, and then we set the appropriate separation requirements.
In addition, our proposal considered take-off and landing target times to
grant priority to departing aircraft and observe the remaining battery levels
for landing aircraft. Finally, we studied two objective functions: the min-
imization of the makespan and the minimization of the deviation from the
target arrival/departure time. We made the following assumptions:

1. It is not possible to skip the loading or unloading stage at the gates for
both departing and landing aircraft.

2. The infrastructure components at each stage are identical (parallel ma-
chines). Thus, the aircraft processing times at the infrastructure com-
ponents of the same stage are the same.

3. The take-off or landing target time of each aircraft is known in advance.

4.1. Notation
The set of departing aircraft is denoted by Dep = {1, ..., d}, the set of

landing aircraft by Lan = {d + 1, ..., d + l}, and the aircraft set by A =
{1, ..., d + l}. We use the indices j and k to identify the aircraft. The stage
set is denoted by I = {1, ..., 4}, and each element in the set is denoted by
the index i ∈ I. The taxiway 1 stage corresponds to the stage i = 1, the
gates stage to i = 2, the taxiway 2 stage to i = 3, and the TLOF pads stage
to i = 4. We use the auxiliary index e ∈ I to denote the stages. To refer
to the vertiport infrastructure components at stage i ∈ I, we use the set
B = {1, ...,mi}, where mi is the number of vertiport components in stage
i ∈ I. Each element of the set B is denoted by l. The processing time for
each aircraft j ∈ A at stage i ∈ I is denoted by the parameter Pji. The
separation time for ensuring lateral distances and avoiding aircraft in the
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same vertical phase flight is denoted by S, and we use a large value M for
logical constraints. The decision variables are as follows:

Xjkie =


1 if the aircraft j is scheduled at stage i after the aircraft k

is scheduled at stage e
0 otherwise

Yjil =

{
1 if the aircraft j uses component l at stage i
0 otherwise

Dji departure time for aircraft j at stage i.
Cmax makespan of the last departing or landing aircraft.

4.2. Mathematical model for maximizing the vertiport throughput
Objective function 1 minimizes the take-off or landing time of the last

sequenced aircraft (makespan).

Minimize Cmax (1)

Subject to the constraints:

1. Each aircraft uses one vertiport infrastructure component per stage.
mi∑
l=1

Yjil = 1 ∀j ∈ A; i ∈ I (2)

2. An aircraft can move to an infrastructure component of the next stage if
the current stage is completed. For departing aircraft, constraint set 3
computes the completion times of the taxiway 1 stage, and constraint
set 4 calculates the completion time for the remaining stages. For
landing aircraft, constraint set 5 calculates the completion times of the
TLOF pad stage, and constraint set 6 computes the completion time
for the remaining stages.

Dj1 ≥ Pj1 −M(1− Yj1l) ∀j ∈ Dep;∀l ∈ B (3)

Dji ≥ Dji−1 + Pji −M(1− Yjil) ∀j ∈ Dep; ∀i ∈ I|i > 1;∀l ∈ B (4)

Dj4 ≥ Pj4 −M(1− Yj1l) ∀j ∈ Lan;∀l ∈ B (5)
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Dj4−i ≥ Dj5−i + Pj4−i −M(1− Yj4−il)

∀j ∈ Lan;∀i ∈ I|i < 4; ∀l ∈ B
(6)

3. Constraint sets 7 and 8 guarantee that the aircraft does not simultane-
ously use the same infrastructure component at the same stage when
other aircraft are using it.

Dji ≥ Dke + Pji −M(3−Xjkie − Yjil − Ykel)

∀j, k ∈ A|j ̸= k;∀i, e ∈ I|i = e;∀l ∈ B
(7)

Dke ≥ Dji + Pji −MXjkie −M(2− Yjil − Ykel)

∀j, k ∈ A|j ̸= k;∀i, e ∈ I|i = e;∀l ∈ B
(8)

4. The aircraft waits on its current stage until the infrastructure com-
ponent of the next stage is available. Thus, no queues are allowed
(blocking constraints). Constraint sets 9 and 10 guarantee the blocking
constraints for each pair of departing aircraft, while constraint sets 11
and 12 guarantee the blocking constraints for each pair of landing air-
craft.

Dji ≥ Dke+1 −M(3−Xjki+1e+1 − Yji+1l − Yke+1l)

∀j, k ∈ Dep|j ̸= k;∀i, e ∈ I|i = e ̸= 4,∀l ∈ B
(9)

Dke ≥ Dji+1 −MXjki+1e+1 −M(2− Yji+1l − Yke+1l)

∀j, k ∈ Dep|j ̸= k;∀i, e ∈ I|i = e ̸= 4,∀l ∈ B
(10)

Dji ≥ Dke−1 −M(3−Xjki−1e−1 − Yji−1l − Yke−1l)

∀j, k ∈ Lan|j ̸= k; ∀i, e ∈ I|i = e ̸= 1,∀l ∈ B
(11)

Dke ≥ Dji−1 −MXjki−1e−1 −M(2− Yji−1l − Yke−1l)

∀j, k ∈ Lan|j ̸= k;∀i, e ∈ I|i = e ̸= 1,∀l ∈ B
(12)
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For opposite operation aircraft, constraint sets 13, 14, 15, and 16 guar-
antee this condition. These constraints use the auxiliary set of tuples
Q = {(j ∈ Dep), (k ∈ Lan)} ∪ {(j ∈ Lan), (k ∈ Dep)} for identifying
each pair of opposite operation aircraft.

Dji ≥ Dke+1 −M(3−Xjki+1e+1 − Yji+1l − Yke+1l)

∀(j, k) ∈ Q;∀i, e ∈ I|i = e < 4;∀l ∈ B
(13)

Dke ≥ Dji+1 −MXjki+1e+1 −M(2− Yji+1l − Yke+1l)

∀(j, k) ∈ Q;∀i, e ∈ I|i = e < 4;∀l ∈ B
(14)

Dji ≥ Dke−1 −M(3−Xjki−1e−1 − Yji−1l − Yke−1l)

∀(j, k) ∈ Q; ∀i, e ∈ I|i = e > 1;∀l ∈ B
(15)

Dke ≥ Dji−1 −MXjki−1e−1 −M(2− Yji−1l − Yke−1l)

∀(j, k) ∈ Q;∀i, e ∈ I|i = e > 1;∀l ∈ B
(16)

5. Minimum separation times between consecutive aircraft using the same
TLOF pad must be considered to prevent them from being in the same
vertical flight phase and ensure the lateral separations. Constraint
set 17 observes the minimum separation times for consecutive aircraft.

Dj4 ≥ Dk4 + Pj4 + S −M(3−X(jk)(44) − Yj4l − Yk4l)

∀j, k ∈ A|j ̸= k;∀ l ∈ B
(17)

6. Constraint sets 18 and 19 calculate the makespan for departing and
landing aircraft, respectively.

Cmax ≥ Dj4 ∀j ∈ Dep (18)

Cmax ≥ Dj1 ∀j ∈ Lan (19)

16



7. Constrint sets 20, 21, 22, and 23 are the domain constraints for the
decision variables.

Dji ≥ 0 ∀j ∈ A; ∀i ∈ I (20)

Xjkie ∈ {0, 1} ∀j, k ∈ A|j ̸= k;∀(i, e) ∈ I|i ̸= e (21)

Yjil ∈ {0, 1} ∀j ∈ A;∀i ∈ I;∀l ∈ B (22)

Cmax ≥ 0 (23)

4.3. Mathematical model for minimizing the deviation from target arrival/departure
time

In this model, we consider for each aircraft j ∈ A the parameter Tj, which
denotes the target take-off/landing time. In addition, we include the decision
variable δj ∀j ∈ A for computing the deviation from Tj. Objective function
24 minimizes the deviation from target arrival/departure time as presented
in [33].

Minimize
d+l∑
j=1

δj (24)

Subject to the constraints (2)-(17), (20)-(22), and the following con-
straints for computing δj.

δj ≥ D4j − Tj ∀j ∈ Dep (25)

δj ≥ Tj −D4j ∀j ∈ Dep (26)

δj ≥ D1j − Tj ∀j ∈ Lan (27)

δj ≥ Tj −D1j ∀j ∈ Lan (28)

δj ≥ 0 (29)

Constraint sets (25) and (26) compute the deviation for departing aircraft,
while (27) and (28) compute for landing aircraft. Finally, constraint set (29)
is the domain constraint for the decision variable δj.
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5. Solution methodology

In this section, we present two heuristic algorithms that use scheduling
procedures (e.g., first available machine) to assign and sequence the aircraft
at the vertiport components. In this way, we can handle larger problems and
enhance practicality. The first heuristic algorithm addresses the makespan
minimization model, and the second addresses the minimization of the devi-
ation from the expected take-off/landing times.

5.1. Heuristic algorithm for minimizing the take-off or landing time of the
last sequenced aircraft (makespan)

The outline of the heuristic algorithm is as follows: The first step is to
generate a random solution seed. Next, from the solution seed and using
scheduling rules, the algorithm assigns and sequences the aircraft at the ver-
tiport components considering the blocking constraints and the separation
times. Then, the schedule undergoes an improvement procedure that inserts
the latest aircraft operation on the vertiport component with the largest idle
time. Next, the insertion procedure schedules the remaining stages consider-
ing the new position of the aircraft operation. If an insertion is not feasible,
the improvement procedure stops. The previous procedure is repeated until
the stopping criterion of the maximum number of iterations is met. Finally,
the algorithm chooses the solution with the best (lowest) makespan. Figure 3
presents the described heuristic algorithm as a flowchart. The details of each
step are presented next.

5.1.1. Solution seed generation phase
To generate a solution seed, the heuristic algorithm determines a random

vertiport component of the aircraft’s first stage and then sequences the air-
craft randomly in that component. In other words, for each aircraft in the
take-off set j ∈ D, the solution seed determines a random taxiway 1 and
sequences the take-off aircraft in a random position. Then, for each aircraft
in the landing set j ∈ L, the solution seed selects a random TLOF pad and
sequences the landing aircraft in a random position on the selected TLOF
pad.

5.1.2. Scheduling phase
Once the solution seed is generated, the next step is to schedule the air-

craft at the vertiport components as follows: First, the algorithm determines
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Figure 3: Proposed solution methodology for the makespan minimization problem

the first available vertiport component (FAVC) with an aircraft to be sched-
uled. Since no aircraft has been scheduled yet, all vertiport components are
available. Therefore, in that case, and when ties are formed, the FAVC is
chosen randomly. Next, the algorithm schedules the first aircraft on the solu-
tion seed of the selected FAVC. Then, the algorithm schedules the remaining
aircraft stages by choosing the FAVC of the following stages, considering the
completion times of the previous stages. Subsequently, the algorithm removes
the aircraft from the solution seed. For scheduling the remaining aircraft in
the solution seed, the algorithm repeats the previous instructions considering
the blocking constraints and separation requirements (see Section 3). The
pseudocode of Algorithm 1 presents the logic of the scheduling phase.

5.1.3. Improving phase
Once a potential schedule for the solution seed is generated, the next

phase is to improve it. To do so, we implemented an insertion strategy that
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Algorithm 1 Pseudocode of the scheduling procedure
1: for aircraft ∈ solution seed do
2: Determine the first available vertiport component (FAVC)
3: if FAVC ∈ Taxiway 1 then
4: Schedule the first pending aircraft (take-off) in the FAVC
5: for stage← 2 to 4 do
6: Determine the FAVC
7: Schedule the aircraft considering the aircraft completion time of the

last stage, the FAVC availability and separation rule at the TLOF pads stage
8: if The aircraft to schedule has to wait for the FAVC of next stage

to become available then
9: Block the aircraft current vertiport component until it leaves

10: end if
11: end for
12: Remove the aircraft from the solution seed
13: else FAVC ∈ Stage 4
14: Schedule the first pending aircraft (landing) in the FAVC considering

the separation time
15: for stage← 2 to 4 do
16: Determine the FAVC
17: Schedule the aircraft considering the completion time of the last

stage and the FAVC availability
18: if aircraft to schedule has to wait for the FAVC to become available

then
19: Block the aircraft current vertiport component until it leaves
20: end if
21: end for
22: Remove the aircraft from the solution seed
23: end if
24: end for
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is described in the following steps:

Step 1 The stage(s) with the least number of vertiport components is deter-
mined and the component with the longest idle time between consecu-
tive aircraft is selected.

Step 2 The last scheduled aircraft operation of the selected component is iden-
tified and inserted at the beginning of the longest idle time of the com-
ponent. The separation rule is considered if the selected component is
in the TLOF pad stage. If insertion is not possible, the improvement
procedure is finished.

Step 3 The remaining stages are scheduled considering the FAVC availability
and the initial or completion time at the stages. If scheduling an aircraft
in a stage is not feasible, insertion is impossible.

Step 4 The previous steps are repeated until an insertion is no longer possible.

5.1.4. Stopping criterion and solution selection
As the stopping criterion, we set a maximum number of iterations. The

last step of the algorithm is selecting the solution with the best (lowest)
makespan.

5.2. Heuristic algorithm for minimizing the deviation from the expected de-
parture/arrival time

This heuristic algorithm follows the structure of the previous heuristic
algorithm (summarized in Figure 3) with some modifications. First, the so-
lution seed generation procedure now uses the overall slack time rule for
contemplating the take-off/landing target times. Second, the algorithm gen-
erates feasible schedules using the procedure of subsection 5.1.2. Third, the
heuristic improves the schedule by inserting the aircraft with the maximum
take-off/landing deviation near its target time. The previous procedures are
repeated until a stopping criterion is met. Finally, the algorithm selects the
solution with the minimum total deviation (summation of the deviation of
all aircraft). Next, we detail the heuristic algorithm steps.
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5.2.1. Solution seed generation phase
The first step in this heuristic is to generate a solution seed using the

overall slack time (OSL) rule considered in [42]. The OSL rule generates
a permutation of n jobs π = {π1, π2, . . . , πn} according to their ascending
overall slack times: aπ(j) −

∑4
i=1 Piπ(j) ≤ aπ(j+1) −

∑4
i=1 Piπ(j+1), where π (j)

specifies the job’s position and aπ(j) the take-off/landing target time. Ties
are solved randomly. Next, for each aircraft j ∈ A , we determine a random
vertiport component of its first stage and sequence j on that component
according to the OSL rule. In other words, for each aircraft in the take-off
set j ∈ D, we determine a random taxiway 1 and sequence the aircraft j
according to the OSL rule. For each aircraft in the landing set j ∈ L, we
determine a random TLOF pad and sequence aircraft j considering the OSL
rule. In this way, we guarantee solution seeds with certain quality regarding
the target times and diversity.

5.2.2. Improving phase
After generating the solution seed using the OSL rule and obtaining a fea-

sible schedule using the procedure of subsection 5.1.2, the heuristic improves
the schedule considering the objective of minimizing the deviation from the
target take-off/landing time. To do so, we iteratively insert the aircraft with
take-off/landing deviation near its target time as follows:

Step 1 A subset F of aircraft with take-off/landing deviation greater than 0 is
determined.

Step 2 The aircraft with the maximum take-off/landing deviation from F is
determined.

Step 3 The vertiport component with the longest idle time between consecu-
tive aircraft is identified.

Step 4 An insertion of the operation of the aircraft determined in Step 2 is
attempted at the beginning of the idle time identified in Step 3. Next,
the remaining operations (stages) are scheduled considering the avail-
ability of the remaining stages and the initial or completion time at
the stages. If the insertion is not possible or the insertion increases
the deviation from the target take-off/landing time, the schedule of the
aircraft determined in stage 2 is not modified. The aircraft determined
in Step 2 is removed from F .
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Step 5 Go to Step 2 until F is empty.

5.2.3. Stopping criterion and solution selection
Similar to the previous heuristic algorithm, as a stopping criterion, we

define a maximum number of iterations. Once the iterations have been com-
pleted, the algorithm selects the solution with the lowest total deviation. The
following section presents the experimental setting and the results.

6. Computational experiments and analysis of the results

In this section, we first present an illustrative example of a solution to
show the features of the proposed approaches. Next, we present the experi-
mental setup and the numerical results and analysis of the experimentation.
Finally, this section presents some managerial implications of this work. The
mathematical models of Section 4 were implemented in IBM ILOG CPLEX.
The heuristic algorithms of Section 5 were implemented in Python. Exper-
iments were run on a PC with Intel Core i7-10870H, 16 GB RAM and 2.2
GHz processor.

6.1. An illustrative example
Figure 4 presents the solution of an instance for the makespan minimiza-

tion model. The processing times Pji were generated following the generation
scheme detailed in the next subsection. The instance was tested in a verti-
port with three gates, three TLOF pads, one taxiway 1, and one taxiway 2.
Aircraft 1 to 5 are departing and aircraft 6 to 10 are landing. As separation
requirement we considered 90 s based on the study of [36]. We can observe in
Figure 4 that the separation requirements between consecutive aircraft are
met. In other words, aircraft depart or land at least 90 s after the previous
aircraft has left the TLOF pad. Next, we detail the blocking constraints. Let
us consider the scheduling of aircraft 8, which unloads using the first gate.
When its unloading phase is completed, taxiway 1 is being used by aircraft 1.
Therefore, the aircraft has a waiting time (denoted in gray) until the taxiway
is available. Note that no other aircraft are scheduled in the waiting times.
The makespan for this instance is 1118 s and is given by both aircraft 5 and
10.

Figure 5 presents the solution of an instance for minimizing the deviation
from the target departure/arrival time. We used the same vertiport config-
uration and parameters as the previous example. In addition, we generated
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Figure 4: Gantt diagram of a sample instance solution for the objective of minimizing the
take-off or landing time of the last sequenced aircraft (makespan)

the target times Tj using the scheme detailed in the following subsection.
From Figure 5, we can observe that the separation rules and blocking con-
straints are met. The objective function (total deviation) has a value of 908
s, and the makespan of this schedule is now 1203 s. The next subsection
presents the experimental design and the results of the computational study.
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Figure 5: Gantt diagram of a sample instance solution for the objective of minimizing the
deviation from the expected departure/arrival time

6.2. Experimental design
To the best of our knowledge, there are no benchmark instances available

for the problem of scheduling aircraft at vertiport components. Thus, we
created our own set of instances as follows: We consider n = 10, 20, 30, 40
and 50 aircraft with 30%, 50%, and 70% of them departing and the remaining
aircraft landing. The processing times Pji for each aircraft j ∈ A at stage
i ∈ I are sampled from the uniform distribution U [cji, dji] considering the
times used by [35] as follows. For take-off aircraft j ∈ D, the time for entering
the TLOF pad from the outside safety area and then liftoff ranges between
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15-90 s. For landing aircraft, the time required for proceeding from the final
approach fix, make the alignment above the TLOF pad and landing ranges
between 15-90 s. The time required for loading or unloading passengers and
cargo at gates ranges between 30-600 s for each aircraft j ∈ A . Last, the
time required for using the taxiways in any direction ranges between 5-90 s.

The take-off/landing target times were obtained by adapting the gen-
eration procedure of [43] as follows. For each aircraft j ∈ A, the depar-
ture/landing target time Tj is drawn from U [βj, βj + βjτ ], where βj =∑

i∈I Pji. In this computational study, we consider τ = 0.3n. We set a
separation time of 90 s based on the work of [36]. The previous instance
set is tested in three different scenarios with one taxiway 1, one taxiway 2
and varying numbers of gates and TLOF pads, as shown in Table 2. As
the stopping criterion for the heuristic algorithms, we set 100,000 iterations.
For the MILP models, we set a maximum execution time of 1800 s to avoid
excessive computation times. Next, we present the results and the analysis
of the numerical experiments.

Table 2: Experimental scenarios

Scenario Description Number of gates and TLOF pads

1 Small-sized vertiport 2,2
2 Medium-sized vertiport 3,3
3 Large-sized vertiport 4,4

6.3. Results and analysis
Table 3 presents the computational results of the instance set tested in

the vertiport of scenario 1. The first group of columns of Table 3 represents
the number n of vehicles to schedule, the number of take-offs, and the number
of landings. The second group of columns corresponds to the computational
results of the MILP model for the first objective (makespan minimization)
and its heuristic approach. The first column in this group reports a lower
bound (LB) calculated using the approach of Santos et al. [44] summarized
in Equation 30. We denote this lower bound as LBS in the results. Notably,
this method for calculating the LB corresponds to the classic HFS problem,
assuming that the processing times can be distributed perfectly in the ma-
chines at each stage. However, in this extension of the HFS problem, we
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consider additional characteristics such as the blocking constraints, separa-
tion rules at the TLOF pads, and two types of flow (departing and landing
aircraft). Thus, even when the MILP reaches the optimal solution, there is a
notable difference from the LBS. The following columns in the second group
present the best solution found by the MILP model, the lower bound of the
solution obtained by the solver CPLEX (LBCplex), the execution time, the
optimality gap (OptGap) reported by the solver, the best solution found by
the heuristic, and the heuristic execution time. The last columns in this first
group report the Relative Error (RE) metric of the heuristic algorithm with
respect to the MILP model (REMILP ) and the RE metric of the heuristic
algorithm with respect to the lower bound of [44] (RELBS). Notably, when
REMILP < 0, we report the RELBCplex metric, which compares the heuristic
objective function value with the LB of the solution obtained by the solver
(RELBCplex). This could give us an indication of how far the heuristic algo-
rithm is from optimality.

The RE metrics are calculated using Equations 31, 32, and 33.

LBS = max
s∈I

{
min
j∈A

s−1∑
i=1

Pij +
1

ms

∑
j∈A

Pkj +min
j∈A

k∑
i=s+1

Pij

}
(30)

REMILP =
HAsol −MILPsol

MILPsol

(31)

RELBS =
HAsol − LBS

LBS
(32)

RELBCplex =
HAsol − LBCplex

LBCplex
(33)

The next group of columns presents and compares the results of the MILP
model and the heuristic approach for the problem of minimizing the deviation
from target arrival/departure time. We report the best solutions found by the
MILP and the heuristic, the LB reported by the solver, the MILP OptGap,
the execution times of both approaches, and the RE metrics of the heuristic
algorithm with respect to the MILP solution and the solver LB. The solutions,
lower bounds and CPU execution times are reported in s. Table 4 and Table 5
contain the same columns for reporting the results of the experimentation on
scenarios 2 and 3, respectively. Next, we discuss the results.
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The first thing to notice in the results is the computational difficulty
of the aircraft scheduling decisions on vertiports. In both problems, the
MILP models could only find optimal solutions with instances of 10 aircraft.
For large-sized instances, the MILP approaches reported solutions with a
high optimality gap (reported by the solver) reaching the time limit. In
addition, for some instances of 40 aircraft and all instances of 50 aircraft, the
MILP models did not find feasible solutions within the execution time limit.
This confirms the need to develop solution methodologies for solving real-
life instances of the problems at hand. In addition, and not surprisingly, by
increasing the number of aircraft, the heuristics spend more time obtaining
solutions.

The results for the heuristic algorithm for the makespan minimization
model indicate that it is outperformed by the MILP model in both compu-
tational time and objective function in the instances of 10 aircraft and in
some instances with 20 aircraft. However, for the instances of 20 aircraft,
the heuristic algorithm obtained similar results on average but in much less
computational time.

In addition, the heuristic algorithm finds better solutions for larger in-
stances (n ≥ 30) than the MILP model. Regarding the REMILP and RELBCplex

metrics for the makespan minimization problem, we notice that when the
MILP model achieves optimality (n = 10), the REMILP metric is on average
21.11%. In addition, when the MILP model does not achieve optimality (in-
stances of n > 10), the solver reports high optimality gaps. Thus, the solver
reports a low-quality LB (lower than the LB computed using the approach
of [44]). Consequently, the RELBCplex metric values are high in all scenarios,
and unfortunately, it was not possible to have an idea of how far from opti-
mality the heuristic algorithm is when the MILP does not reach optimality.
In addition, the values of the RELBS metric, which compares the heuristic
algorithm with the LB of [44], are high for the instances of n = 10. These
unexpected values can be attributed to the fact that the LB of [44] does not
account for the blocking constraints and separation requirements, which have
a greater impact in smaller instances. For example, in the first instance of
scenario 3, the difference between the LBS and the optimal solution is 24.9%.
This difference contributes to the high value of the RELBS. This effect has
less impact when scheduling more aircraft.

One limitation of our research is the lack of accurate lower bounds for
evaluating the performance of the heuristic approach. Despite this limitation,
our findings do suggest that this heuristic approach is helpful for scheduling
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a high volume of take-offs and landings in the vertiport taxiways, gates, and
TLOF pads. Regarding the results of the heuristic approach for the problem
of minimizing the deviation from target take-off/landing time, we observe the
following: First, as in the makespan minimization model, the MILP model
outperforms the heuristic algorithm in both objective function and execution
time in the instances of 10 aircraft. As the instances grow in terms of the
number of aircraft, the heuristic performance is better compared to the MILP
model. Last, and not surprisingly, by increasing the instance sizes in terms
of the number of aircraft and vertiport sizes, both approaches require more
time to obtain solutions.

Additionally, in this computational analysis, we compare the performance
of the proposed heuristic approaches. Since there is no algorithm specifically
designed for the problems at hand, the presented algorithms are compared
with existing scheduling algorithms. First, we compare the heuristic algo-
rithm for the makespan maximization problem (H1) presented in subsec-
tion 5.1 with the well-known Nawaz–Enscore–Ham (NEH) algorithm [45].
Next, we compare the heuristic algorithm for minimizing the deviation from
the target take-off/landing time (H2) of subsection 5.2 with the Earliest Due
Date (EDD) list-scheduling algorithm (see [46]). Notably, the previous al-
gorithms were adapted to meet the separation requirements at the TLOF
pads and the blocking constraints at all stages. The comparison is made
using the relative deviation index (RDI) performance measure. This index
is used to compare the performance of two or more algorithms [47, 48, 49].
We calculate the RDI for the kth instance using Equation 34.

RDIk =
{ Sk−Mink

Maxk−Mink
if(Maxk −Mink) ̸= 0

0 otherwise
(34)

Where Sk is the solution of the kth instance obtained with the proposed
heuristic, and Maxk and Mink correspond to the best and worst solutions
of the kth instance using the algorithms under comparison, respectively. In
other words, the best and worst objective function values that were obtained
by all replications of one instance using the algorithms H1 and NEH for the
makespan minimization problem and H2 and EDD for the minimization of
the deviation from the target arrival/departure time problem.

We generated 30 problem instances for each combination of objective
functions and the vertiport sizes of Table 2. We varied the number of aircraft
(n = 10, 20, 30, 40, 50), with 50% of them departing and the remaining land-
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ing. We used the parameter generation scheme presented in subsection 6.2.
Table 6 presents the average of the objective function values in s over the 30
problem instances for each vertiport size. In addition, Table 7 presents the
average RDI of the 30 problem instances for each vertiport size. These results
confirm the efficiency of the proposed heuristic algorithms for scheduling air-
craft at vertiport components. In both problems, the heuristics are superior
to the traditional scheduling algorithms. The improvement tends to increase
when scheduling aircraft in vertiports with more infrastructure components.
It shows that the proposed algorithms perform especially well on large-scale
vertiports. Next, we present some managerial implications of this work.

Table 6: Comparison of the heuristic algorithms performance

Vertiport
size

Average
H1

Average
NEH Difference Average

H2
Average
EDD Difference

Small 5126.40 7367.72 43.72% 16042.23 26564.29 65.59%
Medium 3691.54 5581.68 51.20% 8953.21 15235.68 70.17%
Large 2048.78 3162.94 54.38% 5356.21 9632.23 79.83%

Table 7: RDI metric for the the algorithms under comparison
H1 Vs NEH H2 Vs EDD

Vertiport size Average RDI Standard deviation Average RDI Standard deviation

Small 0.361 0.077 0.261 0.098
Medium 0.298 0.098 0.257 0.137
Large 0.287 0.106 0.224 0.126

6.4. Managerial implications
The rapid advances in eVTOL vehicles suggest that new air transporta-

tion services that use this technology will be a reality within the coming
years. Currently, multiple companies from the public and private sectors
are working on prototypes and developing AAM projects to enable new air
transportation services. The imminent entry of such services poses multi-
ple challenges to AAM decision-makers. One of these challenges is planning
the operations of the AAM take-off and landing infrastructure known as
vertiports. An efficient planning process of aircraft operations at vertiports
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requires the support of computational tools such as those presented in this
work. Our proposal allows traffic controllers to propose efficient schedules
that (i) maximize the vertiport throughput or (ii) minimize the total devia-
tion from the expected take-off/landing times. In other words, our proposal
can support vertiport planners in determining efficient slots for using common
ground routes (taxiways), gates, and TLOF pads. In addition to supporting
aircraft scheduling decisions, our proposal can help planners determine the
vertiport capacity operating under efficient conditions.

7. Conclusions and future research

In this paper, we have studied the scheduling of take-off and landing air-
craft at vertiports’ TLOF pads, gates, and common ground routes (taxiways).
The motivation for this study arises from the need to develop decision-making
tools and support systems to be used in the operation planning of future ver-
tiports. Recent advances and initiatives in AAM technologies indicate that
new air services will be available in multiple fields (e.g., air taxis or emergency
medical services). Therefore, vertiports could face dense air traffic scenarios
where a high volume of aircraft has to be scheduled. If the scheduling is
made efficiently while considering safety constraints, the AAM operations at
vertiports can be fluid and safe. Our study tackles this scheduling problem
considering essential components of AAM operations such as separation rules
at TLOF pads, blocking constraints, and take-off and landing target times.

This work studied two important scheduling objectives in air transporta-
tion services: maximizing the vertiport throughput and minimizing the de-
viation from the expected departure/arrival time. To address the scheduling
problem under these objectives, we first proposed two MILP models capa-
ble of solving optimally small sized instances (up to 10 aircraft) in short
CPU times. However, when facing larger instances, the MILP models report
low-quality solutions with high optimality gaps spending much CPU time.
Thus, for facing larger problems and enhancing practicality, we developed
two simple but efficient heuristic approaches. Our experiments prove that
the heuristics approaches yield good results in terms of solution quality and
computational time. In addition, by comparing the performance of the ap-
proaches, the heuristic approaches outperform the MILP model when solving
instances of 20 and more aircraft.

From this study, multiple opportunities for future research arise. For in-
stance, this approach can be used as the initial step for integrating additional
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AAM decisions such as aircraft routing or vertiport capacity analysis. In ad-
dition, future research can contemplate changes in the take-off and landing
processes. For instance, evaluating the effect of including a taxiway from the
TLOF pads to the staging stand area for aircraft that do not load or unload
cargo. Future research studies should examine different objective functions,
such as minimizing the maximum tardiness or minimizing the number of late
take-offs and landings. Moreover, future works can be inspired by previous
research works of the traditional runway scheduling problem at airports. For
instance, [50] considered different types of aircraft classes regarding their size
and proposed a dynamic programming model for the aircraft landing problem
at airports. This work can be extended to the vertiport scheduling problem
by considering not only different sizes of eVTOL vehicles but also different
sizes of gates and TLOF pads. In addition, there are multiple approaches to
the runway scheduling problem at airports that can be adapted to the air-
craft scheduling problem at vertiports. The work of [33] presents a complete
review of such methodologies.

Another interesting direction for future research is exploring exact algo-
rithms for solving this scheduling problem. Over the last years, there have
been advances in exact methods applied to various optimization problems
such as hub location [51] or scheduling [52]. The latter research addressed
the Quay Crane Scheduling Problem in container terminals using Benders
decomposition. This technique can be used to tackle the problem studied in
this work. Here, we have proposed one of the first approaches to scheduling
AAM aircraft in vertiport components. Future work could propose addi-
tional mathematical models and solution methodologies for the problem at
hand that can improve the results of this study.
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Highlights
A heuristic approach for scheduling advanced air mobility aircraft
at vertiports

Julián Alberto Espejo-Díaz, Edgar Alfonso-Lizarazo*, Jairo R. Montoya-
Torres

• We studied the advanced air mobility aircraft scheduling problem at
vertiports.

• We considered separation rules at touchdown and lift-off pads and
blocking constraints.

• Two mixed integer linear programming formulations are presented for
optimally solving small instances.

• We propose two heuristic algorithms for solving real-life sized instances.

• The computational results provide insights into vertiport operations.




